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Introduction
Metal oxide nanoparticles (MeOxNPs) exhibit unique 
physicochemical properties that make them significantly 
different from bulk-sized forms.1,2 These properties are 
mainly related to the particle’s size, shape, and structure 
which can be used in a wide range of scientific, medical, 
chemical, and industrial applications.3 In environmental 
and toxicity studies, the small size and large surface area 
of MeOxNPs result in elevated chemical reactivity and 
intrinsic toxicity. To date, most cytotoxicity studies have 
focused on 17 metal oxides (i.e., ZnO, CuO, V2O3, Y2O3, 
Bi2O3, In2O3, Sb2O3, Al2O3, Fe2O3, SiO2, ZrO2, SnO2, TiO2, 
CoO, NiO, Cr2O3, and La2O3) and empirically evaluated 
their toxicity.4 To reduce the number of experiments, 
different researchers have proposed mathematical 
modeling to find a relationship between nanoparticle 
properties and toxicity and to identify the mechanism of 

nanoparticle toxicity. For example, Hu et al determined 
the toxicity of these nanoparticles toward Escherichia coli 
in terms of LD50 (i.e., the dosage of nanoparticles that leads 
to the death of 50% of cells) and correlated the data using 
multiple linear regression (MLR) method5. Venigalla et al 
measured the cytotoxicity of the same group of MeOxNPs 
in terms of log 1/EC50 or pEC50 (the effective concentration 
that reduces bacterial viability by 50%) and computed data 
using MLR, considering some definite descriptors for each 
nanoparticle.6 Additionally, other researchers reported the 
cytotoxicity–structure relationship for the same dataset 
using stepwise-MLR7, MLR combined with Pearson and 
pairwise correlations,8 random forest methods,9 multi-
target QSTR models,10 random splits QSTR models,11,12 
decision tree forest and decision tree boost models,13 
counter propagation artificial neural networks,14 and 
other nano-QSAR models.15-18 
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Abstract
Background: Metal oxide nanoparticles (MeOxNPs) possess unique physicochemical properties 
that differentiate them from bulk-sized forms, making them highly versatile for scientific, 
medical, chemical, and industrial applications. However, their small size and large surface 
area contribute to considerable chemical reactivity and underlying toxicity, necessitating 
comprehensive cytotoxicity evaluations. Previous studies have empirically assessed the toxicity 
of 17 metal oxides, while mathematical modeling has been proposed to establish a relationship 
between nanoparticle properties and toxicity. 
Methods: In this study, we introduced a computational modeling approach to predict the 
cytotoxicity of metal oxide nanomaterials against Escherichia coli as a model organism. A 
dataset comprising 17 MeOxNPs and their respective cytotoxicity values was collected from 
the literature and used to train the models. Molecular descriptors, including cation charge, 
electronegativity, molecular weight, and other factors, were employed to encode cytotoxicity. 
The models were evaluated using 10-fold cross-validation. Feature selection using the Relief 
algorithm was performed to identify the most important features for predicting toxicity. Linear 
regression was then applied as the predictive model. 
Results: The performance of the models was assessed based on their accuracy in predicting the 
cytotoxicity of metal oxide nanomaterials. The proposed models demonstrated high prediction 
capability. Then, we ranked the top 20 features in descending order of importance. 
Conclusion: The results indicated that the developed models provide a reliable mathematical 
framework for predicting the cytotoxicity of metal oxide nanomaterials to E. coli. This provides 
valuable insights for researchers in the field and supports the design of safer nanomaterials.
Keywords: Machine learning, Cytotoxicity, Metal oxide nanoparticles, Modeling, Random forest, 
Multiple linear regression, Artificial intelligence
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Fields et al investigated the design and testing of new 
antimicrobial peptides (AMPs) with potential therapeutic 
functions against bacteria, especially Gram-negative species. 
Using computational design and in vitro validation, the 
designed peptides showed more sophisticated antibacterial 
activity against gram-negative bacteria, offering promising 
candidates for future therapeutic uses, despite some 
observed cytotoxicity that requires further evaluation.19 Roy 
and colleagues; study highlighted the exponential growth 
in producing MeOxNPs and the need for risk assessment 
due to potential environmental and health effects. They 
recommended in silico models using MLR to predict the 
cytotoxicity of MeOxNPs on E. coli cells and detected 
key factors affecting toxicity.20 Kar et al experimentally 
evaluated the cytotoxicity of eight Metal Oxide Nanoparticles 
(MONPs) on E. coli, ranking their toxicity using machine 
learning models.21 

Despite the advantages and disadvantages of each 
method, developing a new model with high predictive 
capability remains a challenge for researchers. The current 
study aimed to offer a numerical model for predicting the 
cytotoxicity of MeOxNPs to E. coli as a model cell. The 
toxicity of some commonly used MeOxNPs was collected 
from the literature and used to train the investigated 
models. The models were proposed based on molecular 
descriptors derived from chemical structure, atom 
compositions, and features related to their manufacture. 
To analyze the predictive capability of the mentioned 
models, we applied 10-fold cross-validation.

Materials and Methods
Data Set and Descriptors for In Silico Modeling 
Initially, 20 descriptors were considered to model the 
cytotoxicity of nanoparticles. However, only a portion 

of the descriptor set was eventually used in the model 
construction process due to data availability constraints 
and model complexity. We specifically chose three 
descriptors for the dataset of 15 data points based on 
their availability in the dataset and their applicability to 
the cytotoxicity prediction task. Although this method 
reduced the model’s overall comprehensiveness, it 
allowed us to focus on the most useful descriptors for 
predicting nanoparticle toxicity within the limits of 
our dataset.

An overview of the research life cycle is presented in 
Figure 1. The dataset consisted of 17 MeOxNPs, namely, 
ZnO, CuO, V2O3, Y2O3, Bi2O3, In2O3, Sb2O3, Al2O3, Fe2O3, 
SiO2, ZrO2, SnO2, TiO2, CoO, NiO, Cr2O3, and La2O3, with 
cytotoxicity expressed in terms of pE50 and pLC50 (mol.L-1). 
The first dataset was taken from Mu and colleagues’ work8 
and the second from Kuz’min and colleagues’.22 All toxicity 
data were converted into a negative logarithmic scale for 
modeling purposes. 

A total pool of 20 descriptors was used for modeling. 
Descriptors taken from the literature were obtained 
either from experiments or calculations using density 
functional theory. These elementary descriptors of metal 
oxides to encrypt cytotoxicity include cation charge, 
hardness, electrophilicity index, electronegativity (χ), 
total metal electronegativity for each metal oxide divided 
by the number of oxygen atoms in each metal oxide 
(∑χ = nO), total metal atoms (NMetal), total oxygen atoms 
(NOxygen), molecular weight (MW), the energy gaps of 
frontier molecular orbital (∆E), the average of α-LUMO 
and β-LUMO (aveLUMO), molar heat capacity, enthalpy 
of formation of a gaseous cation (∆Hme + ), atomic number 
(AN), Pauling ionic radius (r), the difference between 
IP (N + 1) and IP (∆IP), electrochemical potential (∆E°), 

Figure 1. Research Life Cycle Including Computational Methodology Created by the Authors Using Free Vectors 
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first hydrolysis constants (|logK OH|), covalent index 
( 2

mX r ), similar polarization force parameters (Z/AR2), and 
standard heat of formation of the oxide cluster (HoF). A 
list of the used features and cytotoxicity data (log(EC50)

-1) 
is reported in Table 1. 

Dataset Division and In Silico Modeling Tools 
Since missed data affects the output of the predictor, this 
study used the averaging technique to handle missing 
data. In this technique, the mean value of a quantitative 
feature is applied in place of missing values for that same 
feature. The main advantage of this method is that it does 
not change the sample mean for that feature. 

Feature Selection
To avoid overfitting and choose the most crucial elements 
for determining the level of toxicity, the Relief algorithm 
was applied because the variables are quantitative and not 
batch. The Relief algorithm, first developed by Kira and 
Rendell in 1992,20,21 is inspired by instance-based learning 
and can discover conditional interactions between 
features, providing a unified vision of the feature ranking 
in classification and regression.22,23

The Relief algorithm uses a filtering method to calculate 
a feature score for each feature, which can be applied to 
estimate the quality of features and select top-scoring 
features. These feature scores are referred to as feature 
weights. For feature “A”, W [A] is the weight of feature 
“A” that can range from the worst (-1) to the best ( + 1). 
In this study, we tested 5, 10, and 15 important features. It 
should be mentioned that log variable (log (1/EC50)33 was 
considered as the forecast target in the dataset. 

Description of the Model
In this study, the linear regression technique was selected 
as the predictor model. Linear regression is a technique 
to model the relationship between variables in the dataset 
and the targets predicted by the linear approximation. 
The relationship is modeled using linear functions whose 
unknown parameters are estimated from the data.
A linear regression line has an equation in the form:

y xα β= +                                                                         (Eq. 1)

where y is the dependent variable, x is the independent 
variable, β is the slope of the line, and α is the intercept 
(the value of y when x = 0).

For a given observe n data pairs {(xi, yi), i = 1, ..., n}, we 
can define the underlying relationship between yi and xi 
involving the error εi by:

i i iy xα β ε= + +                                                                   (Eq. 2)

The relationship between the data points and the true 
(but unobserved) underlying parameters α and β is called 
a linear regression model. εi is defined as follows: 

i iy xε α β= − −                                                                  (Eq. 3)

The parameters α and β are given by:

ˆˆ ( ),y xα β= −                                                                  (Eq. 4)
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All methods in this study were implemented in the 
Orange 3 version.

Model Validation 
Ten-fold cross-validation was employed in our study to 
evaluate the model’s efficacy. Validation of the model is an 
important factor that must be carefully taken into account. 
We acknowledge that additional validation methods or 
studies are required to ensure the model’s dependability 
as the validation approach may not have been sufficiently 
comprehensive. Future research should attempt to solve 
this weakness by utilizing additional validation procedures 
such as bootstrapping methodologies or external 
validation with independent datasets. The entire dataset is 
randomly split into ten folds during this process, with four 
folds used for training and one for testing. Ten iterations 
of this technique were run, with a single test conducted 
on each instance. The mean squared error (MSE), root 
mean square error (RMSE), mean absolute error (MAE), 
and coefficient of determination (R2) were calculated as 
follows to assess the predictor performance:

( )2

1

ˆ1 n

i i
i

MSE Y Y
n =

= −∑                                                                  (Eq. 5)

where n is the number of data points, Yi is observed 
values, and Yi is predicted values.

( )2ˆN
i ii

x x
RMSE

N
−

= ∑                                                                  (Eq. 6)

where i is the variable, N is the number of non-missing 
data points, xi is the actual observations time series, and xi 
is the estimated time series.

1

n
i ii

y x
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n
=

−
= ∑                                                                  (Eq. 7)

where, yi is the prediction, xi is the true value, and n is 
the total number of data points.

2 1 RSSR
TSS

= −                                                                    (Eq. 8)

where RSS is the sum of squares of residuals, and TSS is 
the total sum of squares.

Details of the QSAR Model Based on Linear Regression
We used linear regression to create a quantitative 
structure-activity relationship (QSAR) model to further 
clarify our model’s predictive power. A dataset containing 
17 different MONPs and their associated cytotoxicity 
against E. coli was used to build the QSAR model. To 
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Table 1. List of Descriptors and Cytotoxicity Values Used for Model Development

Metal Oxide ZnO CuO V2O3 Y2O3 Bi2O3 In2O3 Sb2O3 Al2O3 Fe2O3 SiO2 ZrO2 SnO2 TiO2 CoO NiO Cr2O3 La2O3

Cation Charge 2 +  2 +  3 +  3 +  3 +  3 +  3 +  3 +  3 +  4 +  4 +  4 +  4 +  2 +  2 +  3 +  3 + 

Hardness 0.1576 0.1632 0.1792 0.1474 0.1058 0.2047 0.20 of safer metal oxide nanoparticles 0.2033 0.0424 0.2496 0.1611 0.2205 0.1819 0.1613 0.1527 0.1365 0.1165

Electrophilicity Index 0.0973 0.0485 0.0942 0.1032 0.0496 0.1005 0.0344 0.1203 0.358 0.1259 0.1017 0.0747 0.1027 0.0815 0.095 0.1063 0.0521

χ 1.65 1.9 1.63 1.22 2.02 1.78 2.05 1.61 1.83 1.9 1.33 1.96 1.54 1.88 1.91 1.66 1.1

∑χ = nO 1.65 1.9 1.087 0.813 1.347 1.187 1.367 1.073 1.22 0.95 0.665 0.98 0.77 1.88 1.91 1.107 0.733

MW 81.38 79.546 149.88 225.82 465.96 277.62 291.52 101.96 159.6 60.08 123.2 150.7 79.86 74.93 74.69 151.98 325.8

NMetal 1 1 2 2 2 2 2 2 2 1 1 1 1 1 1 2 2

NOxygen 1 1 3 3 3 3 3 3 3 2 2 2 2 1 1 3 3

aveLUMO -0.087 -0.12 -0.117 -0.068 -0.116 -0.127 -0.086 -0.138 -0.114 -0.147 -0.125 -0.143 -0.125 -0.123 -0.117 -0.135 -0.054

ΔE 0.132 0.178 0.174 0.129 0.184 0.196 0.174 0.211 0.175 0.245 0.184 0.224 0.195 0.169 0.18 0.199 0.121

Molar Heat Capacity 40.25 42.3 103.22 102.51 113.51 92 101.63 79.04 103.85 44.43 56.19 52.59 55.48 55.23 44.31 118.74 108.74

ΔHme +  662.44 706.25 1097.93 837.15 1137.4 1271.13 1233.06 1187.83 1408.29 - 1357.66 1717.32 1575.73 601.8 596.7 1268.7 1017.22

AN 30 29 23 39 83 49 51 13 26 - 40 50 22 27 28 24 57

r 0.74 0.73 0.64 0.9 1.03 0.8 0.76 0.54 0.55 - 0.72 0.69 0.61 0.65 0.69 0.62 1.03

ΔIP 21.76 16.55 17.4 40.08 19.74 25.97 18.9 91.54 24.15 46.01 31.54 56.03 16.42 17.02 18.2 30.77

ΔE0 0.76 0.16 1 2.37 0.2 0.49 0.66 1.66 0.77 1.45 0.15 0.5 0.28 0.23 0.41 2.37

|logKOH| 8.2 8 2.26 7.7 1.09 4 2.72 4.3 2.2 0.3 3.4 2.2 9.7 9.9 4 8.5

Xm
2r 2.01 2.64 1.7 1.34 4.2 2.53 3.19 1.4 1.84 1.27 2.65 1.45 2.3 2.52 1.71 1.25

Z/AR2 0.85 0.81 1.75 0.95 1.41 1.14 1.28 0.91 1.01 1.58 2.04 1.9 0.72 0.76 0.88 0.4

HoF -5307 -954.75 -3192 -11486 -1966 -3088 -2140 -8244 -1051 -9834 -2611 -9826 -8799 63.89 -2829

pEC50
a 3.45 3.2 3.14 2.87 2.82 2.81 2.64 2.49 2.29 2.2 2.15 2.01 1.74 3.51 3.45 2.51 2.87

 Note: χ: Electronegativity; ∑χ = nO: Total metal electronegativity for each distinct metal oxide divided by the total number of oxygen atoms in that specific metal oxide; NMetal: Number of metal atoms; NOxygen: Number of oxygen atoms; MW: 
Molecular weight; ∆E: Energy gaps of the frontier molecular orbital; aveLUMO: Average of α-LUMO and β-LUMO; ∆Hme + : Enthalpy of formation of a gaseous cation; AN: Atomic number; r: Pauling ionic radius; ∆IP: Difference between IP(N + 1) 
and IP; ∆E°: Electrochemical potential; |logK OH|: First hydrolysis constants; Xm2r: Covalent index; Z/AR2: Similar polarization force parameters; HoF: Standard heat of formation of the oxide cluster; a: Cytotoxicity data are taken from literature.8
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ensure consistency and compatibility for modeling, the 
dataset was preprocessed to transform cytotoxicity data 
into negative logarithmic scales before the model was 
developed.

The Relief algorithm was used for feature selection 
and model optimization, which is a reliable technique for 
finding pertinent features while reducing the chance of 
overfitting. The relief method facilitated the prioritization 
of features according to their importance in predicting the 
cytotoxicity of nanoparticles. Due to its interpretability 
and simplicity, linear regression was used as the predictor 
model to model the association between physicochemical 
characteristics and cytotoxicity.

A popular method for evaluating model performance, 
10-fold cross-validation, was used to train and validate the 
linear regression model. The dataset was randomly divided 
into ten folds for cross-validation, with each iteration 
using one fold for testing and four folds for training. 
The predictive accuracy of the model was assessed using 
performance metrics such as R2, MAE, MSE, and RMSE.

Results 
The Optimal Descriptors for In Silico Modeling 
Twenty descriptors used for model training are obtained 
from information in the literature. These descriptors show 
the physicochemical properties of each nanoparticle at 
the molecular scale, free metal ions, surface, and valence, 
demonstrating ionization and dissolution potentials 
of metal ions that can be used in the development of 
a mathematical model. After an initial assessment, 
the Relief method was employed to help select some 
optimal parameters. These parameters are cation charge, 
Nmetal, Noxygen, ∑χ = No, and ΔHme + , which have the most 
significant effect (negative or positive) on cytotoxicity 
value. Thus, these features were selected as the main 
inputs for mathematical modeling.

The first significant descriptor based on the feature 
selection method is the cation charge of employed MONPs, 
making up approximately 0.771 confidence which implies 
its most important role in the toxicity of nanoparticles. 
The cytotoxicity decreased with the increase in the cation 
charge in the following order: Me2 + > Me3 + > Me4 + . Nmetal 
and Noxygen are constitutional descriptors, representing 
the elemental composition of the molecule. These three 
mentioned parameters are somehow interdependent. A 
low cation charge is caused by a low oxygen percentage 
in the molecular structure and a high metal percentage 
demonstrating the low cation charge and subsequently 
low oxygen percentage. 

Another parameter, ∑χ = nO, demonstrates the sum of 
metal electronegativity for individual metal oxide divided 
by the number of oxygen atoms present in a particular 
metal oxide. The feature of ΔHme + or molar enthalpy of the 
formation of gaseous ions is another important parameter 
in cytotoxicity. Ion release from nanoparticles is a crucial 
factor in the toxicity induction of nanoparticles. The 
lesser charge cations are more energetically favorable than 

those with high electrons to lose. For example, MONP of 
Bi2O3 is more toxic than BiO2. The release of ions is also 
along with the reactive oxygen species production such as 
hydroxyl and superoxide radicals.

Linear Regression Performances
To test and select the appropriate model for our problem, 
we tested two different algorithms: random forest and 
linear regression. Five of the most important features were 
applied as features that have been already mentioned. 
To set the random forest algorithm, the number of trees 
was set to 7 according to test different experiments, and 
subsets lower than two trees were prevented. Linear 
regression was implemented with elastic net regression, 
which linearly combines the penalties of the ridge and 
lasso techniques. 

We performed a 10-fold cross-validation strategy to 
evaluate the results of the test and training set. The average 
performance results are indicated in Table 2, which shows 
the power of predictors calculated based on four metrics, 
including the prediction metrics such as MSE, RMSE, 
MAE, and R2. 

Since R2 and RMSE values must be close to 1 and 0, 
respectively, it is evident from Table 2 that linear regression 
provides better values for five different features. The 
linear regression had superior outcomes compared to the 
random forest algorithm. In this study, toxicity prediction 
was similar to value prediction, which can justify that 
linear regression had higher performance. Eventually, 
since linear regression achieves better performance for 
our benchmark dataset, we selected linear regression as 
our model. 

Results of Feature Selection
Since linear regression had a notable performance in nano 
chemical predictions, linear regression was selected as our 
predictor model, and all parameters of our model were 
set to default values. In this study, the optimal number of 
features was set to five by several experiments on Relief 
parameters and different numbers of features. It should be 
mentioned that the log variable 1 / EC50 was considered 
as a forecast target in the data set (See Table 3).

Discussion
General Discussion
This study aimed to identify key descriptors for in silico 
modeling of nanoparticle cytotoxicity and develop 
mathematical models to predict toxicity accurately. Using 
an initial assessment and the Relief method analysis, we 

Table 2. The Average Performances of Our Model With Random Forest 
Algorithm on Dataset

Model MSE RMSE MAE R2

Random Forest 0.044 0.209 0.178 0.835

Linear |Regression 0.043 0.208 0.174 0.837

Note. MSE: Mean squared error; RMSE: Root mean square error; MAE: Mean 
absolute error; R2: Coefficient of determination.
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identified five optimal descriptors: cation charge, Nmetal, 
Noxygen, ∑χ = nO, and ΔHme + 5. These descriptors, 
obtained from literature, represent the physicochemical 
properties of nanoparticles at the molecular scale, including 
ionization and dissolution potentials of metal ions.

The significance of cation charge emerged prominently, 
with a reported negative correlation with cytotoxicity.5 
Our findings are consistent with previous research that 
indicates a decrease in cytotoxicity with increasing cation 
charge. Furthermore, lower valent cations exhibited 
higher cytotoxicity due to their stronger attraction to E. 
coli microorganisms.5 Moreover, Nmetal and Noxygen, 
representing elemental composition, were found to 
be interdependent with cation charge, influencing 
cytotoxicity through variations in oxygen content.5

Additionally, ∑χ = nO, indicative of metal 
electronegativity per oxygen atom, provided insights into 
the toxic effects of metal nanoparticles with different metal 
or oxygen atom ratios.8 This parameter helped visualize 
the impact of metal nanoparticles on E. coli, considering 
their various compositions.8

The feature of ΔHme + or molar enthalpy of formation 
of gaseous ions emerged as another crucial parameter in 
cytotoxicity assessment.24 Ion release from nanoparticles, 

influenced by ΔHme + , was identified as a key factor in 
nanoparticle toxicity induction.25 This aligns with recent 
insights into the acute toxic/genotoxic effects of specific 
nanoparticles such as CuO and ZnO demonstrated in in 
vivo models.25,26 Studies have demonstrated that toxicity 
to macrophages can stem from the cellular uptake and 
intracellular release of metal ions, underscoring the role 
of nanoparticles and their ions in toxicity induction.26,27 
Additionally, investigations into the toxicity of 
nanosized and bulk metal oxides to various organisms, 
including bacteria and crustaceans, have highlighted the 
importance of chemical stability in determining cellular 
toxicity.28-30 Our results indicated that nanoparticles 
with lesser charge cations are more energetically 
favorable and exhibit higher toxicity upon exposure.24 
The selected optimal descriptors were utilized to 
develop mathematical models, with linear regression 
outperforming the random forest algorithm in predicting 
cytotoxicity.31-35 This superiority of linear regression, 
supported by its efficiency in toxicity prediction 
problems, underscores its utility in nanoparticle toxicity 
assessment.31-35 Furthermore, findings from other 
studies corroborate our results, with linear discriminant 
analysis performing well in understanding the toxicity 
mechanisms of MONPs.21 This suggests the robustness 
of our approach in identifying key descriptors for 
cytotoxicity prediction.21 The results of feature selection 
revealed the importance of cation charge, elemental 
composition, metal electronegativity, and molar enthalpy 
of formation of gaseous ions in nanoparticle cytotoxicity 
assessment.22, 36, 37 Linear regression, coupled with the 
Relief technique for ranking features, provided valuable 
insights into the mode of toxic action, facilitating the 
design of safer MONPs.22, 38-41 Moreover, the superior 
ability of linear regression in achieving values for 
prediction metrics such as MSE, RMSE, MAE, and R2is 
consistent with previous studies by Babayevska et al42 

and Zheng et al,43 which demonstrated the efficacy of 
linear regression in modeling nanoparticle toxicity based 
on physicochemical properties.

Role of Computational Intelligence in Clinical 
Nanotoxicology
According to Massoumi et al,44 integrating computational 
intelligence into clinical practice holds significant 
promise for addressing nanoparticle safety concerns and 
optimizing their biomedical applications. By leveraging 
predictive modeling and machine learning algorithms, 
clinicians can assess the cytotoxicity of nanoparticles 
more accurately and evaluate health risks associated 
with nanoparticle exposure. Additionally, Fathy Abo-
Elmahasen et al demonstrated the application of 
computational modeling in evaluating the microbiological 
activities and cytotoxicity profiles of nano coatings for 
orthodontic mini-screws, highlighting their potential 
for mitigating inflammatory responses and improving 
device performance.45 Furthermore, Babayevska et al 

Table 3. Ranking 20 Features Using Feature Selection Method

# Features Features’ Ranking

1 Cation Charge 0.737

2 Nmetal 0.528

3 NOxygen 0.491

4 Molar Heat Capacity 0.404

5 ∑χ = nO 0.395

6 |logKOH| 0.381

7 ΔHme +  0.370

8 ΔE0 0.311

9 Z/AR2 0.303

10 HoF 0.299

11 ΔE 0.293

12 aveLUMO 0.291

13 r 0.286

14 x 0.285

15 MW 0.259

16 Hardness 0.229

17 X m
2r 0.228

18 ΔIP 0.222

19 AN 0.213

20 Electrophilicity Index 0.159

Note: χ: Electronegativity; ∑χ = nO: Total metal electronegativity for each 
distinct metal oxide divided by the total number of oxygen atoms in that 
specific metal oxide; NMetal: Number of metal atoms; NOxygen: Number 
of oxygen atoms; MW: Molecular weight; ∆E: Energy gaps of the frontier 
molecular orbital; aveLUMO: Average of α-LUMO and β-LUMO; ∆Hme + : 
Enthalpy of formation of a gaseous cation; AN: Atomic number; r: Pauling 
ionic radius; ∆IP: Difference between IP(N + 1) and IP; ∆E°: Electrochemical 
potential; |logK OH|: First hydrolysis constants; X m2r: Covalent index; Z/
AR2: Similar polarization force parameters; HoF: Standard heat of formation 
of the oxide cluster. 
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emphasized the importance of understanding structure-
activity relationships for safer nanoparticle design, which 
can be facilitated through computational modeling 
techniques.42 These studies collectively underscore the 
role of computational intelligence in enhancing clinical 
decision-making, risk assessment, and the design of safer 
nanomaterials for various biomedical applications.

Mechanistic Interpretation of the Model 
Elucidating the mechanistic insights underlying our model 
is vital for enhancing its interpretability and practical 
utility. As emphasized by Toropova and Toropov,46 
understanding the mechanistic basis of predictive models 
is crucial for advancing their application in various 
domains, including drug discovery and design. In light 
of this, we aimed to delve deeper into the mechanistic 
interpretation of our model, drawing inspiration from 
Toropova and Toropov’s work,46 which proposed a Monte 
Carlo method for predicting endpoints in medicinal 
chemistry. By incorporating mechanistic insights from 
molecular dynamics simulations, as demonstrated by 
Siani et al47 in their study on targeted photodynamic 
therapy, we endeavored to unravel the intricate interplay 
between nanoparticle properties and cellular responses 
underlying cytotoxicity. Furthermore, leveraging 
advanced analytical techniques such as those employed by 
Bicherel and Thomas48 in their investigation of the aquatic 
toxicity of mixtures can provide valuable mechanistic 
insights into nanoparticle-induced cytotoxicity. Through 
interdisciplinary collaboration and integration of 
experimental and computational approaches, we aimed 
to elucidate the underlying mechanisms of nanoparticle 
cytotoxicity comprehensively. This study will not only 
enhance our understanding of nanoparticle toxicity 
but also pave the way for the rational design of safer 
nanomaterials with reduced cytotoxicity.

Conclusion
In this study, an in silico model was presented for 
predicting the cytotoxicity of MONPs. This model tests 
the relationships among 20 physicochemical properties of 
17 MONPs and their cytotoxic effects on E. coli as a model 
cell. The accuracy and predictive capability of the proposed 
numerical model are better compared to the previously 
developed ones due to a new comprehensive dataset that 
combines previous datasets and properties. The predictor 
was constructed using a linear regression algorithm, and 
optimal features were selected using the Relief technique. 
Our model exhibited high performance on our constructed 
benchmark dataset. The results indicated that our model 
could provide a roadmap for predicting the toxicity of 
nanoparticles in an all-pervading way.
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