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Introduction
The challenge of improving medication quality is due 
to the unstructured nature of patient data in electronic 
health record systems (EHRs).1 Although some patient 
information is organized, critical details such as drug 
reviews are often in free-text narratives.2,3 These narratives 
by healthcare providers offer a comprehensive overview 
of patients’ medical circumstances, enhancing medication 
treatment quality, and patient outcomes.4

Adverse drug reactions (ADRs), defined by the World 
Health Organization (WHO) as noxious and unintended 
responses at normal doses, significantly impact patients 
and healthcare systems, leading to hospital admissions.5 
Effective prevention is crucial when nearly 50% of ADRs 
are possibly avoidable.6

Despite rigorous preclinical research and clinical 
trials for novel drugs,7 limitations persist, necessitating 

pharmacovigilance to identify and predict ADRs in post-
marketing studies.8 The reporting of ADRs falls below 
WHO recommendations which is attributed to challenges 
in extracting non-automatic reports from free-text 
narratives.9,10 The lack of consistent arrangement poses 
difficulties in comparing medication reviews, affecting 
patient care.11,12 Implementing pharmacovigilance actions 
becomes challenging due to the absence of standardized 
information, hindering a comprehensive understanding 
of a patient’s medication routine and ADR discovery.13,14

Manual patient record mining is hindered by a lack of 
expert personnel, resulting in a high rate of human error.15 
Hence, automated ADR detection systems are needed 
to overcome these challenges, enabling identification, 
summarization, and automatic reporting of ADRs in 
documents.16 WHO’s efforts to address ADRs globally 
are hampered by the lack of consistency in describing and 
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Abstract
Background: Adverse drug reactions (ADRs) pose significant concerns in healthcare, yet their 
underreporting remains a challenge. Extracting spontaneous and non-automatic reports from 
free-text narratives contributes to this low rate of reporting. An automatic ADR detection system 
can mitigate these issues by identifying, summarizing, and reporting ADRs in a document. This 
study presents an adverse drug reaction detector (ADRD), a natural language processing (NLP) 
framework applied to the psychiatric treatment adverse reactions (PsyTAR) dataset. Aiming to 
automate ADR analysis, the framework explores the relationship between ADRs and patient 
satisfaction.
Methods: A comprehensive eight-phase approach was employed in the ADRD framework, 
utilizing Python programming language libraries and NLP tools. The dataset underwent 
meticulous preprocessing, and the subsequent phases involved data summarization, pattern 
identification, data cleaning, sentiment calculation, assessment of drug effectiveness and 
usefulness, analysis of medical conditions, and identification of the most effective and ineffective 
drugs for each condition.
Results: Analyzing 891 comments related to four unique drugs (i.e., Zoloft, Lexapro, Cymbalta, 
and Effexor XR) from patients with 285 distinct conditions, the framework offered insights into 
the dataset structure, statistical indicators, distribution of ratings and ADR counts, the impact of 
ratings on ADR counts, and length of comments’ influence on ratings.
Conclusion: The challenges of extracting ADR reports from free-text narratives have led to their 
underreporting. ADRD offers an automated and insightful approach for enhancing ADR analysis 
and reporting processes, making strides toward bridging the gap in ADR reporting.
Keywords: Adverse drug reaction, Informatics, Natural language processing, Drug, Medication 
review, Clinical informatics
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evaluating avoidability.17

Natural language processing (NLP) emerges as a 
solution capable of extracting concepts from free-text 
reports.18 NLP, more robust than keyword searching, 
allows for contextual extraction.19 The increasing 
availability of electronic medical records provides 
opportunities for mining algorithms to capture ADR 
information more comprehensively.17 Recent attention to 
applying NLP methods in ADR detection across various 
sources signifies a growing trend.

To conduct this study, a thorough literature review 
was carried out, and databases such as PubMed and 
relevant medical journals were searched. The literature 
review focused on studies related to ADR detection, 
NLP frameworks in healthcare, and automated analysis 
of drug reviews. The time period ranged from the 
inception of relevant databases up to December 2023. 
This review informed the utilized methodology, ensuring 
a comprehensive understanding of existing research and 
methodologies.

Several studies demonstrated NLP efficacy in automatic 
ADR extraction. Aramaki et al evaluated the automatic 
extraction accuracy of the standard NLP system on 3012 
discharge summaries, achieving high performance.18 
Shang et al employed literature-based discovery (LBD) 
techniques and NLP tools to identify adverse reactions, 
showing better accuracy compared to a random baseline.19 
Sarker et al enhanced automatic ADR detection using 
various NLP techniques and machine learning algorithms, 
achieving higher classification accuracies.20 Tang et al 
focused on automating ADR monitoring in pediatric 
patients, demonstrating promising performance after 
manual validation.21

Tang et al developed the Racial Equity and Policy (REAP) 
framework, a rule-based NLP system addressing drug 
adverse events in hospital discharge summaries, achieving 
75% precision and 59% recall.22 Nikfarjam et al used a 
neural network-based named entity recognition (NER) 
system, DeepHealthMiner, to detect ADR references from 
social health media posts, achieving high precision.23 Kim 

et al implemented an NLP system to automatically detect 
medication and ADR information from EHRs, producing 
superior results.24 Chaichulee et al also concluded a study 
to develop NLP algorithms for encoding unstructured 
ADRs in EHRs into institutional symptom terms. Using 
various NLP techniques, including Bidirectional Encoder 
Representations from Transformers (BERT) models, 
their research achieved high performance, demonstrating 
the potential for automated symptom term suggestion 
systems.25

To explore NLP methods for ADR detection, a 
comprehensive overview is provided in Table 1. This table 
summarizes various studies, detailing the data description 
and relevance of methods employed in ADR detection.

These studies highlighted the effectiveness of diverse 
NLP methods in extracting ADR information. Despite 
sophisticated approaches, the study emphasizes the role 
of simpler and user-friendly NLP techniques in enhancing 
patient medication reviews and pharmacovigilance 
efforts. The study introduces an NLP framework, namely 
ADRD, applied to the psychiatric treatment adverse 
reactions (PsyTAR) dataset.26 The preprocessing codes 
and framework are provided in our GitHub repository 
(https://github.com/senonaderian/ADRD-an-ADR_
Detection_NLP-framework.git).

Methods
Data-Driven Approach and Natural Language Processing 
Implementation
The current study adopted a data-driven approach, 
leveraging a pre-collected dataset, that is, the PsyTAR 
dataset. Unlike traditional experimental designs, this study 
centered around the development and application of an 
NLP framework, ADRD, to analyze patient comments on 
psychiatric treatments. As such, the study did not involve 
specific experimental conditions in the conventional 
sense. Instead, it focused on data preprocessing, NLP 
implementation, and subsequent data analysis to extract 
valuable insights from the PsyTAR dataset. The following 
sections detail our methodology, emphasizing the steps 

Table 1. Studies on NLP Methods for ADR Detection: Data Description and Method Relevance

Study Brief Description of Reported Data 

Aramaki et al18 Evaluated automatic extraction accuracy on 3,012 discharge summaries and demonstrated high performance in automatic ADR 
extraction. 

Shang et al19 Employed LBD techniques and NLP tools for identifying adverse reactions and showed better accuracy compared to a random baseline. 

Sarker et al20 Enhanced automatic ADR detection using various NLP techniques and machine learning algorithms and achieved higher classification 
accuracies. 

Tang et al21 Focused on automating ADR monitoring in pediatric patients and demonstrated promising performance after manual validation. 

Tang et al22 Developed the REAP framework, a rule-based NLP system addressing drug adverse events, and achieved 75% precision and 59% recall. 

Nikfarjam et al23 Used a neural network-based NER system, DeepHealthMiner, to detect ADR references from social health media posts and achieved high 
precision. 

Kim et al24 Implemented an NLP system to automatically detect medication and ADR information from EHRs, and produced superior results. 

Chaichulee et al25 Developed NLP algorithms for encoding unstructured ADRs into institutional symptom terms, used various NLP techniques, including 
BERT models, achieved high performance, and demonstrated potential for automated symptom term suggestion systems. 

Note. ADR: Adverse drug reaction; NLP: Natural language processing; LBD: Literature-based discovery; EHR: Electronic health record; REAP: Racial equity and 
policy; NER: Named entity recognition; BERT: Bidirectional encoder representations from transformers.

https://github.com/senonaderian/ADRD-an-ADR_Detection_NLP-framework.git
https://github.com/senonaderian/ADRD-an-ADR_Detection_NLP-framework.git
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taken to preprocess the dataset and implement the NLP 
framework.

Dataset 
The selection of the four drugs (i.e., Zoloft, Lexapro, 
Cymbalta, and Effexor XR) was based on the availability 
of a pre-collected dataset, namely, the PsyTAR dataset, 
compiled by Zolnoori et al. These medications are 
commonly prescribed for psychiatric conditions. Zolnoori 
et al compiled this excel-formatted dataset in four steps. 
In the initial stage, an API was used to collect an example 
of 891 drug comments for four psychiatric drugs: Zoloft, 
Lexapro, Cymbalta, and Effexor XR.26

Each comment included information about the patient’s 
personal data, length of treatment, and satisfaction with 
the drugs. The reviews were then divided into 6009 
separate sentences and labeled for the frequency of ADR, 
withdrawal symptoms (WDs), signs/symptoms/illness 
(SSIs), drug indications (DIs), drug effectiveness (EF), 
drug infectiveness (INF), and others (not applicable). 

Objects with each indicator were identified and mapped 
from the charted text to the corresponding UMLS Meta 
thesaurus and SNOMED CT concepts in the final stages. 
The study’s inclusion criteria involved the selection of 
some rows from two PsyTAR sheets (sample and ADR_
Identified), including index, drug ID, condition, rating, 
comment, date, and ADRs.

Preprocess
Considering that the ADR representative columns were 
scattered and written in several rows in the original 
dataset, it was necessary to specify the number of ADRs 
related to each patient and their comments in a separate 
row. Consequently, with the help of two major Python 
libraries (Pandas and NumPy), the ADRs of each patient 
with a specific drug ID were placed in a single row; as a 
result, the number of scattered rows was reduced from 
2166 to 819 single rows for each patient. Then, the number 
of unique ADRs such as weight gain and WEIGHT 
GAIN was counted and placed in a new column called 
ADR_count. Table 2 details the conclusive presentation 
of the dataset, illustrating its final appearance. The final 
appearance of the dataset was as follows:

Main Process 
Following data preprocessing, an NLP framework (i.e., 
ADRD) was developed to analyze the data in eight phases 
using various Python libraries.
1. Reading the dataset: After converting the dataset’s 

format, the framework was employed to read the 

data, inspect the row headers, and explore several 
significant columns using the Pandas and NumPy 
libraries. 

2. Summarizing the dataset and categorical data: To 
extract significant information, the framework 
summarized the dataset using statistical analysis 
on the “rating” and “ADR count” columns. The 
algorithm examined the number and name of drugs 
with a -0- ADR count, the number of drugs with no 
ADR count and a rating greater than or equal to 4 
(according to the purposes of the primary dataset, 
PsyTAR), and the average rating of drugs with no 
ADR count. Subsequently, we summarized the 
categorical dataset, removed all records where the 
condition was missing, and used the Pandas and 
NumPy libraries to verify all missing values.

3. Unveiling hidden patterns from the data: The rating 
and ADR distribution were examined using the 
Matplotlib library. This segment of the algorithm 
displayed the figure size of the primary dataset and 
generated two subplots displaying the distribution of 
each rating and the ADR count, respectively. Then, 
utilizing a subplot, the effect of ratings on ADR 
counts was analyzed. Next, the framework examined 
whether the length of a review influences the ratings 
of the drugs. To calculate the length of the reviews, 
a new column had to be created; then, using the 
Matplotlib, Seaborn, NumPy, and Pandas libraries, 
the longest review was identified.

4. Cleaning the reviews: As the comments contained 
numerous extraneous elements such as stop words, 
punctuation, numbers, and other elements, it was 
necessary to remove them using RE and Natural 
Language Toolkit (NLTK) library tools such as 
stopwords and word_tokenize.

5. Calculating the sentiment from reviews: The 
NLTK library’s Vader Lexicon was utilized for the 
Sentiment Analyzer. Vader is an NLP open-sourced 
package within the NLTK that mixes a sentiment 
lexicon method as well as syntactic instructions 
and agreements for stating sentiment divergence 
and strength. This study calculated the sentiment 
from comments, examined the effect of sentiment 
on comments, and removed the unique ID, date, 
comment, length, and sentiment columns.

6. Calculating the effectiveness and usefulness of drugs: 
First, the values of the rating column within the 
interval [0,1] were normalized by the min-max 
normalizer (equation 1), and a new column titled 
“eff_score” was created. The usefulness score was 

Table 2. Final Appearance of the Dataset

Index Drug Name Drug ID Condition Rating Comment Date ADR Count Dosage Duration

1 Lexapro lexapro.1
Depression 
and anxiety

1
I am detoxing from 
Lexapro now…

2/21/2011 3 5 years 20 mg 1X D

- - - - - - - - -

Note. ADR: Adverse drug reaction.
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then computed by multiplying the “rating”, “ADR_
count,” and “eff_score” columns. The framework 
investigated which drugs were beneficial to the 
greatest number of individuals. This phase utilized 
the following libraries: interact module from the 
Ipywidgets library, Seaborn, Matplotlib, Pandas, and 
NumPy.

( )( )
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(   

x min x
z

max x min x
−

=
−

 

                                                                               Eq. (1)

7. Analyzing medical conditions: The most common 
conditions and drugs were checked using Pandas and 
NumPy libraries.

8. Finding the most effective and ineffective drugs for 
each condition: Finally, all duplicates from the dataset 
were removed, and the interact module from the 
Ipywidgets, Pandas, and NumPy libraries were used 
to determine the highest and lowest-rated drugs for 
each condition.

9. As an additional step, distinct information about 
each drug set was provided to the framework to 
achieve greater accuracy and compare the results 
(Supplementary file 1).

It should be noted that this framework mainly focuses 
on data analysis and generating insights rather than 
implementing classic machine learning or an advanced 
NLP model for a prediction task. As such, traditional code 
functioning metrics such as accuracy, F1 score, precision, 
and recall may not be directly applicable in this case. 
However, to make sure that the framework is useable for 
other users, we considered some different methods and 
techniques as follows:
•	 Memory usage: We added the memory consumption 

track of the code, especially for the times that it 
will be used to process large datasets or to perform 
memory-intensive operations. This will help the 
users to ensure that the framework is efficient and 
does not consume large memories. 

•	 Error handling: We added try-except blocks to handle 
errors and exceptions. 

•	 Modularity and reusability: We made the framework 
properly encapsulated into logical modules or classes. 
In this way, the framework will allow easier use in 
future projects or codebases.

This version of the framework that includes the 
mentioned metrics is also available on the repository.

Results
This study analyzed 891 comments gathered for four 
unique drugs from patients with 285 unique conditions. 
Each phase of the framework produced a unique result 
and made the dataset available for analysis. Although an 
NLP framework was applied to this dataset, the obtained 
results still required physician approval and further 
clinical observations.

In the initial phase, the ADRD framework printed 
dataset columns and primary analyses, including the 
number of patient comments, the number of unique 
drugs, the number of unique medical conditions, and the 
time of data collection, as shown in Console 1.

In the second phase, the framework summarized the 
dataset by “rating” and “ADR counts” columns and 
displayed statistical indicators for each column, including 
their count, mean, standard deviation, and minimum and 
maximum values.

By summarizing the data based on the “rating” and 
“ADR count” columns, the maximum number of 
reported ADRs was determined to be 41, which belonged 
to the effexor drug set, and the minimum number was 
0, belonging to all four unique drug sets (Table 3). The 
results for each unique drug set analysis: Lexapro 29, 
Zoloft 21, Cymbalta 29, Effexor 41 (Supplementary file 1).

On this console, the framework analyzed ADR and 
displayed drugs with no ADR, and drugs with the highest 
ADR counts were illustrated in Console 2.

The following console depicts the analyses of each of 
the four unique drug sets.

Overall, no ADRs were reported by 85 patients in their 
comments. Using statistical analysis in the next step, 
the ratio of patients who did not experience any ADR 
to the total number of patients related to each drug set 
was greater for the Lexapro drug set than for the others, 
with a value of 10.95%. In addition, other ratios for Zoloft, 
Cymbalta, and Effexor drug sets were 9.90%, 9.09%, and 
8.33%, respectively (Consoles 2 and 3).

According to the PsyTAR dataset definition, the 
rating column was composed of patient satisfaction 
ratings ranging from 0 to 5 for the lowest to highest 
levels. Furthermore, the total number of drugs with high 
satisfaction ( ≥ 4) and zero ADR counts in the dataset was 
53. Using statistical analysis, the ratio of patients satisfied 
with each drug set relative to the total number of patients 
associated with each set was determined. Similar to the 
results of the previous stage, this ratio was greater for 

Console 1. The Primary Definition of a Dataset
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Lexapro with a value of 8.21% compared to 6.6%, 4.76%, 
and 4.38 % for the Zoloft, Cymbalta, and Effexor drug 
sets, respectively (Consoles 2 and 3).

Table 4 presents all patients who experienced an ADR 
count of ≥ 20, along with the administered drug regimen, 
the medical condition, and the dosage duration. As can 
be seen, no significant correlation was found between the 
columns of this table.

This phase also provided a summary of categorical 
data, which included the total count of each drug name, 
condition, comment, and dosage duration, as well as their 
count, unique condition, frequency, and leading values 
(Table 5). 

According to Table 5, depression was the most prevalent 
medical condition, with a frequency of 276. Since the 
patient comments in the dataset were collected narratively 
and not in separate columns, it was expected that the total 

Table 3. A summary of Dataset

Rating ADR Count

Count 891.000000 890.000000

Mean 3.159371 5.283146

Standard deviation 1.488295 4.612870

Minimum 1.000000 0.000000

25% 2.000000 2.000000

50% 3.000000 4.000000

75% 4.000000 7.000000

Maximum 5.000000 41.000000

Note. ADR: Adverse drug reaction.

Console 2. ADR Analysis. Note. ADR: Adverse drug reaction

Console 3. Unique Drug ADR Analysis. Note. ADR: Adverse drug reaction
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number of comments (N = 768) would be close to their 
unique number, 766, as illustrated in Table 5.

The third phase used graphs to depict the distribution 
of ratings and ADR count (Figure 1) and the impact of 
ratings on ADR counting (Figure 2).

Figure 1 depicts the distribution of rating and ADR 
count. Generally, the number of patients who were the 
most satisfied with the drug (rating = 4, 5) was greater than 
175. This scale also applied to the Lexapro and Zoloft drug 
sets; however, in the Cymbalta and Effexor drug sets, the 
number of patients dissatisfied with the drug (rating = 1) 
was the highest. Moreover, the number of patients who 
reported between 0 and 10 independent ADRs for specific 

drug sets was greater than the number of patients who 
reported more than 10 ADRs (Figure 1).

Figure 2 demonstrates the effect of patient satisfaction 
(rating) on the number of ADRs. 

As seen in Figure 2, for individual drug sets, the number 
of ADRs reported was greater for drugs with a satisfaction 
rating of 3 or less, compared to those with higher ratings. 
This suggests that lower patient satisfaction is associated 
with a higher frequency of adverse drug reactions.

To determine whether the length of comments influences 
the ratings of the drugs or not, a new column titled “Len” 
was created to calculate the length of the comments. 
Statistical measures are used in Table 6 to demonstrate 
the effect of the length of comments on the rating 
(minimum, mean, and maximum). Table 6 illustrates the 
effect of comment length on patient satisfaction. As the 
findings suggest, there is no correlation between these 
two columns. Moreover, since ratings 5 and 1 exhibit 
negative sentiments, it can be concluded that there are no 
significant relationships between ratings and comments, 
as shown in Table 6.

Then, ADRD examined the longest comment, 
allowing the framework to identify the longest comment. 
Console 4 contains the longest comment in the PsyTAR 
dataset, with 1533 characters. As there was no correlation 
between comment length and rating, the “len” column 
was eliminated from the dataset.

In the fourth phase, the framework deleted stop words, 
punctuation, and numbers, among other elements, using 
several NLP methods.

In the fifth phase, to calculate sentiment from the dataset, 
the framework created a new column titled ‘sentiment’ 
which received a score within the interval [-1, 1] based on 
the mean of the NLTK SentimentIntensityAnalyzer tool. 
Moreover, the influence of each comment’s sentiment 
was determined by its rating and sentiment score, as 
illustrated in Table 7.

In the sixth phase, after calculating an effective rating, 

Table 4. Name, Condition, and Dosage Duration of Drugs with 20 + ADR Counts

Drug ID Condition Dosage Duration

0 Lexapro.43 Mild depression/grief from loss 3 days

1 Lexapro.140 Depression 1.5 years

2 Lexapro.179 Depression 9 months

3 Zoloft.9 Depression/anxiety/ PTSD 2 years200MG 1X D

4 Zoloft.93 PTSD/anxiety/OCD/ depression 2 months100mg

5 Cymbalta.5 Depression/anxiety 1 day

6 Cymbalta.41
Muscular pain/ depression/ 
anxiety

1 day 60

7 Cymbalta.112 Depression 3 months

8 EffexorXR.110 Chronic depression 4 months

9 EffexorXR.200
Manic depression/ bipolar/ 
anxiety

8 years300 MG 1X D

Note. PTSD: Posttraumatic stress disorder; OCD: Obsessive-compulsive disorder.

Table 5. A Summary of Categorical Dataset

Drug Name Condition Comment Dosage Duration

Count 891 891 768 888

Unique 4 285 766 291

Top Cymbalta Depression Bad drug 6 months

Frequency 231 276 2 39

Figure 1. Distribution of Rating and ADR Count. Note. ADR: Adverse drug reaction
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the framework computed the usefulness score and 
examined the top 10 most useful drugs to the greatest 
number of individuals possible, along with their respective 
conditions.

We aimed to identify the top 10 drugs for various 
conditions based on their usefulness score (Table 8). 
Patients taking Lexapro for depression and anxiety in 
some cases found it more effective. Furthermore, the 
dosage duration ranged from 3 months to 5 years, with no 
significant correlation with the drug’s efficacy.

As a result of the seventh phase of the algorithm’s 
computation, the most prevalent conditions were recorded 
(Table 9). After calculating the most common conditions 
(Tables 5 and 9), 24% of all patients were diagnosed with 
depression. In all drug sets besides Lexapro, depression 
was the leading identified condition, and the leading 
condition treated by Lexapro was “depression and 
anxiety”. The specific details regarding the number of 

unique conditions are documented in Console 5.
The final phase identified the highest and lowest-rated 

drugs for each condition. Table 10 presents the top 5 
useful results, highlighting the most significant achieved 
outcomes. Additionally, for a comprehensive analysis, 
we refer to Table 11, which outlines the bottom 5 useful 
results, shedding light on areas where improvement may 
be needed.
 
Discussion 
The present study leveraged NLP techniques to 
extract valuable insights from patient comments on 
psychiatric treatments, aligning with previous research 
that demonstrated the effectiveness of NLP systems in 
identifying ADRs.18 The ADRD framework facilitated 
the analysis of patient narratives, shedding light on ADR 
counts, ratings, sentiment, and drug effectiveness. In a 
study by Chaichulee et al,25 NLP algorithms, particularly 

Figure 2. Impact of Ratings on ADR Counting. Note. ADR: Adverse drug reaction

Table 6. Impact of Length of Comments on Ratings

Rating
Len

Minimum Mean Maximum

1 9 382.398810 1508

2 6 395.670330 1501

3 4 384.595420 1292

4 16 443.108108 1500

5 3 397.067708 1533

Console 4. The Longest Comment

Table 7. Impact of Sentiment on Comments

Rating
Sentiment

Minimum Mean Maximum

1 -0.9652 -0.085024 0.9938

2 -0.9825 -0.136681 0.9846

3 -0.9766 0.010662 0.9844

4 -0.9929 0.069332 0.9859

5 -0.9893 -0.150158 0.9559
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BERT models, were explored for encoding formless ADRs 
in EHRs. Although our study did not employ advanced 
NLP models for classification, the outcomes resonate with 
the potential of NLP algorithms. Moreover, our approach 
showcased the feasibility of automating the extraction 
of drug reaction narratives from patient comments, a 
process that can streamline accessibility and mitigate 
the need for human coding. Tang et al21 delved into 
utilizing NLP methods to detect ADRs from EHR entries, 
achieving favorable results for pediatric cases. Similarly, 
our study harnessed NLP methods to precisely detect 
ADR-related drug reactions from patient comments. 
The outcomes reinforce the notion that NLP methods 
can be instrumental in EHR-based ADR identification. 
Comparing our approach to studies such as Shang et 
al,19 which utilized LBD techniques, our study focused 
on simpler NLP methods for ADR extraction from drug 
reviews. The emphasis on practical and interpretable NLP 
methods contributes to enhancing patient medication 
reviews and pharmacovigilance efforts. While NLP 
methods show promise in ADE recognition, as seen 
in Bayer and colleagues’ assessment of ADEs in FDA-
approved drug labels,27 our study echoes the importance 

of human evaluation. Our algorithm demonstrated 
promising performance; however, the involvement of 
clinicians remains essential for precise assessment and 
evaluation. Sarker et al explored advanced NLP methods 
for ADR detection from diverse sources, including social 
media data.20 Although the current study did not employ 
such advanced techniques or use social media data, its 
ability to detect ADRs from patient reviews showcases the 
potential of simpler NLP methods in this context.

Dataset summarization and organization, as 
highlighted by Tang et al,22 underscore the importance of 
effectively managing data. Consistent with this, our study 
prioritized meticulous dataset organization, impacting 
the performance and evaluation of our algorithm. 
Considering the findings of specific drugs in our dataset, 
our categorical summaries reinforced the prevalent 
conditions associated with drugs such as Lexapro and 
Zoloftin line with Aldrich et al and Chermá and colleagues’ 
studies.28,29 In broader contexts, Hughes and colleagues’ 

Table 8. Top 10 Useful Drugs on Several Conditions

Drug ID Condition Usefulness Dosage Duration

0 Lexapro.140 Depression 116.0 1.5 years

1 EffexorXR.200 Manic depression/ bipolar/ anxiety 115.0 8 years300 MG 1X D

2 Lexapro.179 Depression 110.0 9 months

3 Lexapro.115 Depression 80.0 11 months

4 Lexapro.121 Depression/ anxiety 64.0 10 years20 MG 1X D

5 Zoloft.143 Anxiety/ possible depression 64.0 5.5 months

6 EffexorXR.166 Depression 60.0 2 years

7 Lexapro.201 Depression/ anxiety 55.0 10 weeks

8 Cymbalta.221 Major depression/ anxiety/ PMDD 55.0 60 days30 mg 1X D

9 Lexapro.114 Depression/ anxiety 52.0 3 months

Note. PMDD: People with premenstrual dysphoric disorder.

Table 9. Top 10 Frequent Conditions Count

Condition Count

Depression 218

Depression/anxiety 193

Major depression 13

Mild depression 13

Severe depression 11

Fibromyalgia/depression 8

Depression/OCD 5

Mild depression/ anxiety 5

Bipolar/depression 5

Major depression/anxiety 4

Note. OCD: Obsessive-compulsive disorder.

Table 10. Top 5 Useful Results

Drug ID Usefulness Dosage Duration

1 Lexapro.140 116.0 1.5 years

2 Lexapro.179 110.0 9 months

3 Lexapro.115 80.0 11 months

4 EffexorXR.166 60.0 2 years

5 Zoloft.135 52.0 3 years 50-150 MG 1X D

Table 11. Bottom 5 Useful Results

Drug ID Usefulness Dosage Duration

1 Lexapro.2 0.0 2 days 10mg 1X D

2 Cymbalta.86 0.0 5 months

3 Cymbalta.95 0.0 5 months

4 Cymbalta.102 0.0 3 months 100 MG 1X D

5 Zoloft.135 0.0 2 weeks

Console 5. The Number of Unique Conditions
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study on antidepressant users agrees with the results of 
our study, the framework of which identified specific 
conditions related to drug use and variations in treatment 
satisfaction levels among different antidepressants.30 
The integration of our findings with existing literature 
enhances our understanding of patient experiences and 
satisfaction with specific drugs. In conclusion, these 
studies collectively emphasize the potential of NLP 
techniques for ADR identification and monitoring across 
various data sources. Aligning with these findings, the 
current study specifically contributed to addressing drug-
related conditions and treatment satisfaction. By relating 
our results to the existing literature, we showcased the 
potential of NLP and artificial intelligence in advancing 
pharmacovigilance practices and enhancing patient 
safety.

Although this study focused on psychiatric treatments 
and the ADRD framework, the role of artificial intelligence 
tools in biomedical data processing, particularly text 
processing tools, is acknowledged. The study by Bressler 
et al leveraged NLP on emergency medical service’s 
(EMS’s) EHRs to identify variables associated with 
child maltreatment, showcasing the potential of NLP in 
extracting valuable information from healthcare datasets. 
This demonstrates the broader applicability of NLP in 
enhancing child welfare and suggests future directions for 
developing screening tools in EMS records.31 Additionally, 
the work by Lewinski and McInnes addressed the 
exponential growth of nanotechnology literature, 
emphasizing the need for NLP to catalog engineered 
nanomaterials. The review identified nine NLP-based 
tools, underlining the importance of sharing such tools 
through online repositories to advance engagement in 
Nano informatics 32. These studies collectively reinforce 
the versatility and significance of NLP in various 
biomedical applications and highlight the potential for 
future advancements in the field.

Moreover, our discussions not only broaden our 
understanding of the potential clinical applications of NLP 
in psychiatric treatments and biomedical data processing 
but also contribute to broader conversations surrounding 
patient care improvement, exploring therapeutic 
alternatives, and promoting sustainable biomedical 
practices.32,33 The collective insights from these studies 
emphasize the multifaceted impact of NLP on enhancing 
healthcare practices and fostering advancements in 
biomedical research.

Conclusion
The challenges related to natural and non-automated 
report extraction from free-text narratives have caused a 
low rate of ADR reportage. Nevertheless, the framework 
presented in this study shows the ability to automate the 
investigation and report the progression of ADRs. Using 
NLP methods, the framework empowers the mining 
of valued visions from patient comments, including 
ADR counts, ratings, sentiment analysis, and drug 

effectiveness. Since the outcomes obtained from the 
framework deliver valued information, it is necessary 
to highlight that physician approval is still important to 
verify precise assessment and clarification of the findings. 
This framework demonstrates the ability of simple NLP 
algorithms to improve pharmacovigilance practices and 
enhance patient safety through automatic ADR detection 
and analysis.

Limitations
•	 Selection bias: The reliance on a pre-collected dataset 

introduces potential selection bias as it reflects the 
experiences of individuals who voluntarily shared 
their views, possibly not representing the broader 
user population.

•	 Data granularity challenges: The granularity of 
information in the dataset, especially in categorizing 
ADRs, may be limited due to variations in reporting 
styles among healthcare providers and patients.

•	 Insights-driven approach: Our analysis focuses 
on data analysis for generating insights rather 
than employing advanced modeling techniques. 
This approach may limit the depth of predictive 
capabilities compared to more sophisticated models. 

•	 Drug selection bias: The study’s selection of Zoloft, 
Lexapro, Cymbalta, and Effexor XR drugs was based 
on dataset availability which can potentially restrict 
the generalizability of findings to other psychiatric 
medications.
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